Convergence Behavior of Iterative SENSE Reconstruction with Non-Cartesian Trajectories
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In non-Cartesian SENSE reconstruction based on the conjugate gradient (CG) iteration method, the iteration very often exhibits a "semi-convergence" behavior, which can be characterized as initial convergence toward the exact solution and later divergence. This phenomenon causes difficulties in automatic implementation of this reconstruction strategy. In this study, the convergence behavior of the iterative SENSE reconstruction is analyzed based on the mathematical principle of the CG method. It is revealed that the semi-convergence behavior is caused by the ill-conditioning of the underlying generalized encoding matrix (GEM) and the intrinsic regularization effect of CG iteration. From the perspective of regularization, each iteration vector is a regularized solution and the number of iterations plays the role of the regularization parameter. Therefore, the iteration count controls the compromise between the SNR and the residual aliasing artifact. Based on this theory, suggestions with respect to the stopping rule for well-behaved reconstructions are provided. Simulated radial imaging and in vivo spiral imaging are performed to demonstrate the theoretical analysis on the semi-convergence phenomenon and the stopping criterion. The dependence of convergence behavior on the undersampling rate and the noise level in samples is also qualitatively investigated. Magn Reson Med 54:1040–1045, 2005. © 2005 Wiley-Liss, Inc.
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Parallel imaging techniques have shown potential to revolutionize the field of fast MRI in recent years (1–11). By using sensitivity information from an RF coil array to perform some of the spatial encoding that is traditionally accomplished by magnetic field gradient, parallel imaging allows reduction of phase encoding steps and consequently decreases the scan time. Several practical parallel imaging reconstruction strategies have been proposed, including the k-space based simultaneous acquisition of spatial harmonics (SMASH) (2–5), the generalized auto-calibrating partially parallel acquisitions (GRAPPA) (6), and the image-domain based sensitivity encoding (SENSE) approach (7).

In general, the essence of parallel imaging reconstruction is to solve a linear system of equations (LSE) representing the encoding scheme, or more specifically, to inverse the generalized encoding matrix (GEM) produced by magnetic gradient modulation and coil sensitivity modulation (8). For image acquisitions of appreciable matrix size, the dimension of GEM is rather large, and straightforward inversion is numerically prohibitive. For the case of sampling along a regular Cartesian k-space grid, a Fourier transform may be separated out from the inversion process as a distinct step, and the GEM then attains a block diagonal structure and its processing can be significantly simplified. Specifically, in SENSE, each block corresponds to a set of aliased pixels, and the inversion becomes a block-by-block (pixel-by-pixel) inversion. However, for non-Cartesian k-space trajectories, such as spiral or radial schemes, such transformations of the GEM are no longer applicable because the k-space samples are not uniformly distributed and fast Fourier transform (FFT) cannot be applied in a straightforward manner. In these cases, the inversion of GEM is much more complicated and time-consuming. One efficient way is to perform reconstruction iteratively, as proposed by Pruessmann and Krammer (9–11). In this technique the large LSE is solved using the conjugate gradient (CG) iteration approach; and in executions of CG iteration loops, the most time-demanding matrix-vector multiplication procedure is efficiently implemented by combining gridding operations with FFT. In this fashion, the computational complexity of non-Cartesian SENSE reconstruction is reduced to the same order of magnitude as in conventional gridding reconstruction.

One of the important concerns in automatic implementation of this CG based iterative method is its convergence behavior. A preliminary investigation on convergence speed has been reported in Pruessmann’s work (11). However, full understanding of the convergence behavior of iterative non-Cartesian SENSE reconstruction is still lacking so far. In particular, it is very often discovered in practical implementation that the reconstruction exhibits a "semi-convergence" characteristic, that is, the iteration vector initially approaches the desired exact solution and then, in later stages of the iteration, converge to some other undesired vector. Usually a small number of iterations are enough to obtain acceptable image quality for a well-behaved reconstruction. However, the number of iterations necessary to achieve satisfactory image quality differs significantly for different reconstructions. This makes an adaptive stopping criterion highly necessary for automatic implementation of this non-Cartesian SENSE technique.

In this study, the convergence behavior of the iterative non-Cartesian SENSE reconstruction strategy is analyzed based on the mathematic principle of the CG method. It is revealed that the semi-convergence behavior of reconstruction is caused by the ill-conditioning of the underlying LSE and the intrinsic regularization effect of CG iteration.
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The MR signal from a 2D slice detected by a given RF coil can be written as

\[ S_s(k_x,k_y) = \int \int dx dy C_s(x,y) \]

where \( M(x,y) \) represents the spin density in a 2-dimensional image plane labeled by Cartesian coordinates \( x \) and \( y \), \( C_s(x,y) \) represents the RF sensitivity for the \( p \)-th component coil in the array, and \( k_x \), \( k_y \) are \( k \)-space coordinates.

Eq. [1] can be written in a matrix notation,

\[ s = Em, \]

where \( s \) is the vector of signal samples, \( m \) is the vector of the unknown image, and \( E \) is the GEM composed of gradient encoding and coil sensitivity encoding.

In most cases, Eq. [2] is over-determined and usually solved in a least squares sense. For notational simplicity, we ignore the influence of the so-call sample noise correlation matrix since it can be diminished by reformulating with a decorrelation scheme (11); then the least squares estimate can be obtained by solving the normal equation form of Eq. [2], which reads:

\[ (E^H E) m = E^H s, \]

where the superscript \( H \) denotes the complex conjugate transpose.

According to Pruessmann (11), the CG iteration method is applied to Eq. [3]. Using the iteration scheme, the coefficient matrix is only accessed via matrix-vector multiplications, and a sequence of iteration vectors are produced that converge to the least squares solution. In each CG loop, the most time-consuming matrix-vector multiplication can be efficiently implemented using the gridding principle and FFT. Furthermore, for faster convergence, optional density and intensity correction can be introduced to the iterative reconstruction to precondition the ill-posed large LSE.

A variety of gridding algorithms can be employed in this technique. In this study, we chose the LS-nuFFT method proposed by Sha (15). The feasibility and efficiency of this gridding approach for non-Cartesian SENSE reconstruction has been demonstrated by Zhang (16).

Ill-Conditioning of the Generalized Encoding Matrix

In most cases, the GEM is undesirably ill-conditioned. This can be accounted for by the mixed Fourier-sensitivity encoding scheme underlying the GEM. For imaging with pure Fourier encoding, the encoding matrix is composed of Fourier coefficients and it is well-conditioned with condition number equal to 1. The sensitivity encoding, however, introduces irregularities into the GEM and increases its condition number dramatically. It should be noted that such a large condition number of GEM is not necessarily a serious problem for Cartesian \( k \)-space trajectories. This is because for these cases parallel imaging techniques, such as SENSE, can successfully “decouple” the sensitivity encoding from Fourier encoding, and meanwhile divide the sensitivity encoding into small matrices in a pixel-by-pixel fashion. In this way, decoding can be performed by independently inverting such relatively well-conditioned small sensitivity matrices.

In contrast, the whole GEM, containing all the irregular sensitivity encoding, has a condition number much larger than these small sensitivity matrices. As a consequence, the iterative non-Cartesian SENSE reconstruction inevitably encounters the ill-conditioning problem.

Intrinsic Regularization Effect and Semi-Convergence Behavior of the CG Method

Let \( E = USV^T = \sum_{\sigma_{\ell}} u_\ell \sigma_{\ell} v_\ell^T \) be the singular value decomposition (SVD) of the \( m \times n \) GEM \( E \), where \( U = \text{diag}(\sigma_1,\sigma_2,\ldots,\sigma_m) \) with the numbers \( \sigma_1,\sigma_2,\ldots,\sigma_m \) denoting the singular values, \( V = (v_1,v_2,\ldots,v_n) \) with \( u_\ell \) and \( v_\ell \) are the left and right singular vectors of \( E \), respectively.

The least squares solution for Eq. [2] can then be represented by (12)

\[ m_{LS} = \sum_{i=1}^{\text{rank}(E)} \frac{u_i^T s}{\sigma_i} v_i \]

As we have mentioned above, usually the dimension of GEM is rather large and solving Eq. [3] is unfortunately an ill-posed problem, that is, \( E \) has a cluster of small singular values that gradually decay to zero (12); and in Eq. [4] the SVD components corresponding to these small singular values tend to amplify the noise and make the reconstruction unstable. For a discrete ill-posed problem, numerical regularization is a very often used tool to stabilize the solution and optimize SNR. The basic principle of regularization is to “smooth” the solution by truncating or
damping the small singular value components. In this manner, noise amplification can be suppressed.

The CG iteration method, on the other hand, fortunately has an intrinsic regularization effect (12–14). When applied to discrete ill-posed problems, it initially picks up those SVD components corresponding to the largest singular values in Eq. [4], in such a way that the iteration number can be considered as a regularization parameter. In other words, the spectral components of the solution in Eq. [4] associated with the large eigenvalues tend to converge faster than the small ones. As the iteration number increases, more and more small singular values are captured and the degree of regularization decreases. When CG is applied to the normal equation, Eq. [3], the same behavior is observed since the singular values of $E^HE$ are simply the squares of those of $E$. From this perspective, the CG algorithm has an intrinsic regularization effect when stopped long before the convergence to the least squares solution sets in. Each iteration vector is a regularized solution, and the number of iterations is the regularization parameter. This phenomenon is referred to as semi-convergence because the iteration vector initially approaches the desired exact solution and, then, in later stages of the iterations, converges to some other undesired vector.

The Stopping Criterion

The semi-convergence of the CG method raises a very important practical issue in implementation of the iterative non-Cartesian SENSE reconstruction: the stopping rule for iteration. Basically, the iteration should be automatically stopped whenever the iteration vector reaches the best image quality and later iterations will only deteriorate the image. Based on the analysis above, since CG iteration is an intrinsic regularization method and the number of iterations $k$ is the regularization parameter, the stopping criterion is equivalent to the choice of regularization parameter, and thereby it is related to the balance between artifacts and SNR.

CG has a desirable property that if the starting vector is zero, the solution norm increases monotonically with $k$ and, on the other hand, the residual norm decreases monotonically with $k$ (12,14). At a closer look, the residual norm declines very fast at early stages of iteration and then levels off. For a well behaved reconstruction, the plot of the residual norm in log scale versus the iteration count usually exhibits an L-curve characteristic, as shown in Fig. 1. In this fashion, the iteration procedure can be divided into 3 phases. At the left of the L-corner, the residual norm declines sharply and it is referred to as a “dropping phase”; at the right side, the residual norm levels off and it is a “level phase.” The vicinity of the distinct L-corner then represents the “transition phase,” where the artifact and SNR are generally well compromised.

An operational definition of the “corner” is the point on the curve that has maximum curvature (12). Let $m(k)$ denote the $k$th iteration vector, that is, the intermediate solution for Eq. [3] after $k$ iterations. The residual norm can be represented as

$$\Delta(k) = \|E^HEm(k) - E^He\|_2.$$ 

Let

$$\delta(k) = \log \Delta(k)$$

The curvature is then defined by

$$\kappa(k) = \frac{\delta^2}{((\delta')^2 + 1)^{3/2}} \quad [5]$$

where differentiation is with respect to the regularization parameter $k$. Since the residual norm $\Delta(k)$ can be computed as a byproduct in each CG iteration loop, the L-corner can be identified at very modest computational cost.

Generally, the CG iteration should be stopped within the transition phase where artifact and SNR are relatively well compromised and good overall image quality is achieved. However, it is practically difficult to locate the point where artifact and noise are “optimally” compromised and “best” image quality is achieved. In fact, a generally “optimal” stopping rule for the iteration may be nonexistent. First, the best balance between SNR and artifact is highly dependent on specific applications; thus, it is recommended that a relative freedom to choose the iteration number should be provided for customization. Second, since the iterations yield both relatively noise-free and relatively artifact-free images, possibility is provided to pick a number of images in the transition phase for better presentation of the reconstruction results.

In implementation, the iteration is actually not stopped near the L-corner. Note that a number of iterations beyond the stopping criterion are necessary for constructing the L-curve and identifying the corner. Each iteration vector is saved during the iteration process; and once the transition phase is identified, the iteration stops. Finally, the sequence of iteration vectors (images) is retrospected, and
readout points) were produced from a 256/H11003 (FOV). Artificial radial MR data (80 projections integration of the Biot-Savart equation for an axial field of view files of these coils were simulated using an analytic inte-
struction was simulated with different under-sampling
rate. As in simulations were implemented for reconstruction.

RESULTS

Computer Simulations

The results of computer simulations are summarized in Fig. 3. The intermediate images after 1, 3, 5, 15, and 30 iterations with different sampling schemes and noise levels are presented. Specifically, Figs. 3a, 3b, and 3c show the reconstruction from 40, 80, and 20 projections, respectively, with matrix size 256 × 256 and noise level −17dB with respect to the average signal intensity. Fig. 3d shows the images reconstructed from 40 projections with noise level −10dB. For each image sequence, it is obvious that the overall image quality exhibits a typical convergence-divergence behavior, that is, it at first improves with the number of iterations, and in later stages begins to deteriorate. In particular, as predicted in the Theory section, the aliasing artifacts decrease monotonically with the iteration number, while the noise level increases. At early stages, the images are dominated by streaking artifacts typical for radial undersampling: while at late stages, they are dominated by noise. There is a transition phase where the artifact and noise level are well compromised and relatively high image quality is achieved.

It has been demonstrated in Ref. (11) that the convergence behavior is strongly dependent on the degree of reduction R. When R increases, the condition of the underlying GEM deteriorates and consequently the convergence slows down. In our simulations, the same phenomenon is observed by comparing Figs. 3a, 3b, and 3c. For the reconstruction with fewer projections, higher artifact and lower SNR are achieved at all the iteration counts and the convergence is slower. As a supplement to Pruessmann’s description, it is found that in the later divergence phase, the divergence trend is faster, that is, the image deterioration rates for a higher undersampling rate. This is because for a higher acceleration rate, the reconstruction is worse ill-conditioned and more sensitive to the regularization parameter.

The influence of noise level on CG iterative reconstruction can be revealed by comparing Fig. 3a with Fig. 3d. At the first several stages, although the noise levels in the MR data are quite different for these two reconstructions, the resulting image quality is comparable. However, in late stages of iteration, the image quality with higher noise level deteriorates much faster than that with lower noise level. This phenomenon is due to the intrinsic regularization effect of CG iteration. At the first stages, more regu-
larization is applied in the reconstruction, and thereby it is less sensitive to noise. At late stages, less regularization is applied and the noise amplification effect is much more apparent.

In Vivo Experiments

Reconstruction results from the in vivo MRI data are displayed in Figs. 4 and 5. For Fig. 4a, 2 interleaves are extracted from the full dataset for reduction factor 2, and iterative SENSE reconstruction was performed using this undersampled dataset. For Fig. 4b only 1 interleaf was used to simulate fourfold acceleration. Images after 1, 5, 15, 50, and 99 iterations are presented, respectively. Similar with the simulation results, an apparent semi-convergence behavior is observed. With higher acceleration rate, the reconstruction converges slower and diverges faster, as demonstrated by comparing Figs. 4a and 4b, where around 15 iterations is needed for a good reconstruction for two-fold reduction (Fig. 4a) and 50 iterations for fourfold reduction (Fig. 4b).

Figs. 5a and 5b show the residual norm (in log scale) varying with iteration count for the two reconstructions corresponding to Figs. 4a and 4b, respectively. Both curves exhibit L-shapes, agreeing with our description in the Theory section. For the reconstruction with reduction factor 2, the L-shape is more typical with a more distinct partition of dropping phase and level phase. The L-corners of these two curves correspond to 21 iterations and 55 iterations, respectively, which are marked by triangles on the curves. By comparison of Fig. 4 to Fig. 5, it is easy to see that the intermediate images within the transition phase, for instance, the image after 15 iterations in Fig. 4a and the one after 50 iteration in Fig. 4b, exhibit good compromises between SNR and artifacts and they show the best overall image quality in their respective image sequences.

DISCUSSION

Since the semi-convergence behavior can be accounted for by the ill-conditioning of the reconstruction and the
regularizing nature of CG iteration, it is conceivable that the convergence behavior of reconstruction is affected by both encoding-related factors and reconstruction-related factors. The encoding-related factors, such as the acquisition trajectory, the reduction factor, the noise level in samples, and the coil array geometry employed for acquisition, determine the condition of the reconstruction and thereby affect its convergence behavior. The reconstruction-related factors, on the other hand, affect the implementation of the CG iteration. For example, it has been demonstrated in Eggers’s works that the regridding method employed (18), the preconditioner used (11,19), and the initialization of iteration (20) all affect the convergence behavior.

Besides a suitable well-defined stopping criterion, a second option to cope with the semi-convergence behavior is to apply explicit Tikhonov regularization to Eq. [3] (19). By improving the numerical condition of the large GEM, the semi-convergence of the reconstruction can be overcome. One difficulty of this strategy is how to optimize the regularization parameter. Further investigation on this issue would be interesting.

CONCLUSIONS

The convergence behavior of iterative non-Cartesian SENSE reconstruction has been investigated in this work. It has been revealed that the semi-convergence behavior is caused by the ill-conditioning of reconstruction and the intrinsic regularization effect of CG iteration. Simulations and MR experiments have shown that the convergence behavior of iterative non-Cartesian SENSE reconstruction is highly related to SNR and level of artifacts. There is a transition phase during the iteration process where the SNR and artifacts are relatively well compromised and satisfactory overall image quality can be achieved. Suggestions with respect to the stopping criterion have also been provided.
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